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Abstract 
 

The research presented in the literature thus far on 

process deviations, inconsistencies and general non-

conformance have all been very generic, process wide 

methodologies.  Their application has also been 

limited to one domain, such as the software, business 

or manufacturing process.  In this paper we 

differentiate between activity/general process non-

conformance and resource based non-conformance 

which we treat as different and the mechanism for 

testing is treated in a different way.  This research is 

aimed at identifying instances of non-conformance 

between an instantiation of a generic process and its 

associated process model by examining only the 

resources specified and observed.  We propose a 

conceptual design model illustrated with a simple case 

study on this topic which although is not based on a 

software engineering process, illustrate simply how 

our model can benefit a real world situation across 

many domains alongside software engineering. 

 

1. Introduction 
 

A lot of research has been conducted in the 

detecting of non-conformance between process 

prescriptions and their instantiated enactments.  What 

has not been addressed in the literature (to our 

knowledge) is an examination of non-conformance in 

reference to the resources used by processes and the 

expected resource usage prescribed in the process 

model.  There are two immediate benefits in a 

framework detecting non-conformance based on 

resources such as the one we are presenting in this 

paper.  Initially, examining the tangible assets relating 

to a process both before and after its enactment is 

usually an excellent way of judging the value and/or 

effectiveness of the process.  In most cases, we can 

look at what we have on hand before we begin a 

process and after it has concluded, hope that we are in 

a better position than where we started.  Inspection of 

any assets which the process has affected is usually a 

good way of easily discerning this – regardless of the 

process domain.  On the second part, it is much easier 

to detect non-conformance in something tangible like 

process resources than something abstract like actions 

in process activities.  With this in mind, we present in 

this paper a simple framework in which the resources 

prescribed can be compared with the resources 

actually used to detect non-conformance between a 

process specification and its enactment. 

 

There has been research conducted in non-

conformance or “deviation” detection in processes, 

mainly onward from the early 1980s [2, 3].  None of 

them however, noted an inherent difference as we do 

in this paper between the activity domain and the 

resource domain in the process.  This includes our own 

research which has been presented both in [4] and [5].  

The approaches seen in the literature so far range from 

process discovery style approaches to fuzzy logic style 

approaches.  Process discovery methodologies such as 

the frameworks described in [7] and [8] are based 

upon discovering the process model by examining 

actual return data from enacted processes.  Once the 

model is discovered, it may be easily compared with 

further enactments to detect discrepancies because the 

discovered model should be on the same level as the 

enacted/compared model is observed.  Methodologies 

such as the approach described in [10] are based on 

fuzzy logic and fuzzy sets theory also compares a 

reference model (which is purported to be a “flawless” 

execution) to enactments to detect discrepancies.  The 

authors note that such a “flawless” execution of the 

process seems unlikely or perhaps even impossible 

which almost guarantees non-conformance regardless 

of how the process is enacted. 

 

Generically speaking, a process is a “set of 

logically related tasks formed to achieve a defined … 



outcome” as Davenport defines in [17].  According to 

[18] and [19] a process may also include machines, 

methods, rules, organizational structures, sub-

procedures and computerized tools to aid in achieving 

its goal(s).  Whilst accepting this assertion, for the 

purposes of this research, we define a process as a set 

of activities which are the individual tasks of which the 

process is comprised.  Also included are “the 

resources used by activities and the human or 

automated actors who perform these activities” [20].  

These activities may be enacted simultaneously, 

overlapping or in parallel [7], [11] and are assigned to 

actors who are charged with the responsibility of 

enacting them (as in [12]).  Also, to aid in keeping the 

framework clean and precise, we have kept resources 

as independent as possible and connected them 

logically under the process activities, which use, 

consume and generate them. 

 

When we refer to non-conformance in this paper, 

we are referring to an instance where an enactment of 

such a process as defined above does not conform to 

its specification.  According to Bahrami [6] the 

specification for a process should include “the rules, 

constraints, attributes, and relationships of the 

activities, participants, roles, and informational items 

(such as documents) instrumental to the workflow”.  It 

should also include a definition on how the process 

should behave, where the process should be performed 

and when.   So a good prescription for a process 

should not only define the scope of the behavior the 

process should follow but also its environment. 

 

There are two types of non-conformance, being 

deviations and inconsistencies which are considered 

separately.  The two concepts are differentiated in [1], 

where deviations relate to transition between states or 

activities and inconsistencies relate to the values 

inherent to states.  Therefore, “deviations” are not 

relevant to resource non-conformance and hence also 

to this body of research as we do not address activity 

based non-conformance in this paper.  The authors in 

[11] state that according to their eServices in Business 

Processes model, activities require “resources” for 

their enactment. They also imply that humans can be 

considered a resource; however they do not define 

what they actually mean by the term “resource”.  In 

this body of research we have conducted, when we 

refer to a “resource” we are referring to any tangible 

asset that the process consumes or generates to achieve 

its purpose.  If “activities” are the actions within a 

process, then “resources” are what these actions are 

applied to, in the scope of this framework. 

Although there has been quite a significant amount 

of research conducted in the process resources realm, 

none of the frameworks presented thus far has aimed 

at detecting non-conformance.  The research in 

relation to process resources in the literature so far 

tend to keep to topics like process simulation to 

ascertain the most efficient allocation of resources 

such as [13] which was tested in a hospital emergency 

room or the flexible allocation of limited resources 

over a variety of dynamic demands for them as in [14].  

Research has been presented on evaluating resource 

value with respect to the process or processes they are 

associated with as presented by Roy et al [16] in their 

paper on IT outsourcing.  Experiments have even been 

presented like the research presented in [9] where 

required resources for a particular process are 

deliberately limited so as to force people to find a 

more efficient method of achieving the process goal, 

which can lead to long term process improvement. 

 

In the coming sections of this paper, we will first 

define a resource in the context of this framework and 

domain of research in section 2.  We will explain what 

we mean when we refer to a “resource” and how we 

define it conceptually and how we store it in the 

model.  In section 3 we illustrate the key issues and 

challenges we must resolve in order to successfully 

detect resource based non-conformance and ultimately 

add value to the process we apply this model to.  We 

explain how the resource definition data needs to be 

structured and stored in relation to the rest of the 

process prescription in order to address these issues.  

Section 4 deals with the actual flow of rules which 

compare actual data to the prescription to detect non-

conformance.  These rules are defined and a flowchart 

of how they should be implemented is given.  We then 

present a small indicative case study of how such a 

framework can be used in real world situations in 

section 5.  Section 6 concludes the paper and provides 

an indication on the way forward with our future 

research. 

 

2. Defining a Process Resource 
 

Considering the large amount of work presented in 

the literature on resources in general, it is imperative 

we define exactly what we are talking about when we 

refer to a “resource”.  Hu et al [15] suggest that a 

resource could be a human, machine or application.  

Incidentally, they also consider resources as an entity 

which can perform tasks or activities instead of the 

other way around as we (and as most others) define it.  

In the context of this framework, we consider a 



resource to be something tangible that a process may 

use during its execution.  This enables us to keep a 

clean yet comprehensive and concise methodology 

when examining a given processes resources. 

 

Intangible resources are attributes associated with 

the process that cannot be quantitatively observed like 

tangible resources can.  We have identified the 

following process properties that in some models such 

as [11] or [15] may be considered a resource: 

 

- Time Duration: the time constraints we may 

place upon a process or its associated activities.  

The minimum and/or maximum time duration 

they can go on for. 

- Time Relative: There may be constraints as to 

when a process, its activities or resources may 

be invoked.  For example, perhaps the pizza 

shop is closed after 11pm and so a pizza 

making process enactment would be 

inconsistent with its model it were to be 

performed after this time. 

- Humans: In our framework, humans are 

characterized as actors to whom the 

responsibility of the enactment of a process 

activity resides. 

- Human Skills: An attribute associated with the 

actor and factored into his or her role in 

performing the relevant activity. 

 

Although some may contend that these attributes 

qualify as resources and should be included in the 

model, we have actually considered the 

aforementioned concepts and included them in our 

extended process model by relating them to the 

process activities.  As such, they are not explained in 

detail in this paper. 

 

Essentially, we have attempted to keep resources as 

loosely coupled from the process itself from other 

concepts in the model as possible.  In our extended 

approach, we attack the problem from two separate 

angles – the process activity conformance and the 

resource conformance.  The activities are obviously 

closely related to the process however the resources 

may not necessarily be, as they exist without the 

process and may be used by other processes also.  

With that said, our resource class definition is quite 

simple and is shown below in figure 1.  The method 

we use to relate the resources to the process is 

explained in further detail in section two. 

 

 
Figure 1 – Resource Definition 

 

3. Issues Faced 
 

Throughout this section, we will explain the issues 

we have identified and addressed with respect to 

resource based process non-conformance detection.  

These issues and their resolutions will be illustrated by 

a simple pizza making example process.  Also 

explained in this section, is the framework we have 

used to relate the resources to the process and how 

data is stored using this methodology.  The structure 

flow of the rules used to make comparisons between 

the resource prescription and the actual data is also 

explained and formalized.  The four subsections in this 

section of the paper steps through the issues one by 

one and updates the process prescription data structure 

incrementally as we address each issue.  In the last 

subsection 3.4 we illustrate the final data structure that 

we will use to prescribe process resources and their 

relationship to the process activities which are using 

them. 

 

3.1 Relating resources to the process 
 

Consider the class diagram in figure 2 below: 

 
Figure 2 – Class Diagram 

 

The diagram illustrated in figure 2 depicts the 

definition for how a process would prescribe the 

required resources to be used in its enactment. We 

have created an intermediary class called “Resource 

Usage” to specify which activities should use which 

resources and how they should be used.  It is the 

prescription information in the “Resource Usage” class 



which will be compared against the actual enacted 

resource data to detect the non-conformance.  This 

enables us to easily change how resources can be used 

in the process, adding new resources or removing 

unneeded ones without touching any actual resource 

definitions.  We only define how an existing resource 

should behave in relation to an existing activity, and 

this behavior is constrained to the resource usage 

class. 

 

To begin with, we can store the data for 

prescribing resource-activity usage as shown in figure 

3: 

 

Figure 3 – Beginnings of the Resource to 

Activity data relationship 

 

In figure 3, we show a simple mechanism for 

relating process activities to resources.  Given this data 

structure, we can see that the records apparent in the 

ResourceUsage table will show which resources are 

supposed to be used by which activities.  When we 

collect actual data on the activities used by a process 

then we can define a simple set of rules or queries to 

compare the actual data with the prescription data as 

shown in figure 3 to determine whether or not the 

activity has used the resources it was supposed to and 

not used resources it was not supposed to.  The rules 

for making these comparisons are explained further in 

section 4. 

 

3.2 Resource Types 
 

As with most processes, irrespective of their 

domain of application, resources will be used in 

different ways.  The first challenge we addressed in 

this model was conceiving a way to represent different 

resource types.  The first attribute we allocated to 

resources was the “consumable” type.  Using the pizza 

making example, if we can consider “cheese” a 

resource inherent to creating that pizza, then this 

resource is consumable, because after the pizza is 

made we will be left with less available cheese than 

which we started.  Furthermore, we can also say that 

this resource has been consumed as opposed to 

generated because we are left with less than we started 

with.  Conversely, if we consider an activity such as 

“buy cheese” in some such process, then the resource 

would have been generated because after the 

completion of the activity, the amount of the resource 

available will have increased.   

 

Now what about resources which are not 

consumable? In the same example process, there may 

be an activity of the description “cook pizza”.  

Suppose in this activity, a required resource may be an 

oven.  When the activity is over, the same oven will 

still be available to this and other processes so it has 

not really been consumed as much as used.  For these 

types of resources, we consider to be non-consumable. 

 

These extra attributes can be added to our 

ResourceUsage class as depicted previously in figure 

3. Subsequently, as shown in figure 4 below, the 

consumable attribute has been added to our definition.  

The “Consumable” attribute added to the class can 

only have three values: Non-Consumable, Consume 

and Generate.  These are depicted in the grey box in 

figure 4. 

 

 
Figure 4 – Resource Consumption 

 

In this regard, if a resource is considered to be 

consumable i.e. it can generate or consume the 

resources it uses, then a minimum and maximum 

boundary value can be applied to constrain how many 

of the resource a specific activity may consume or 

generate.  This of course is redundant if the resource is 

of type non-consumable.  

 

3.3 Exception Typed Resources 
 

Let’s say, for example, an activity with the 

description “sprinkle cheese on the pizza” was 

apparent within a process.  This activity may use the 

resource “Mozzarella” as a standard resource but if 

Mozzarella was not available we could use Cheddar.  

It could be argued that the quality of the pizza may not 

be compromised if an alternate resource was used, 

however if it is considered acceptable but not ideal we 

classify the resource type as exceptive.  The reason for 



this is the effect cumulative exceptions may have on 

the quality of the outcome of the process.  For 

example, the same could be said if we used self-raising 

flour instead of flour in the making of the pizza, or red 

peppers instead of green peppers or tomato sauce 

instead of tomato paste.  Singularly, these changes 

may not make too much of a difference, however all 

together collectively these less-than-ideal resource 

usages could ruin the quality of the end product.   

 

Therefore, we can include another attribute in our 

resource usage class which defines the resource as 

being either standard or exception typed.  Of course, 

some resources will be standard for some processes 

and activities and exceptive for others, so the 

UsageType is defined in the Resource Usage class, 

specifying that a given resource will have a 

UsageType applicable only for the relevant activity.  

The Usage Type only relates to the resources usage, 

not to the resource itself. 

 

Figure 5 – Usage Types 
 

3.4 Shared and Conflicting Resources 
 

The final issue facing the structure of this 

framework is how to handle shared and conflicting 

resources.  Let’s use the “sprinkle cheese on the pizza” 

process activity as an example.  Suppose this activity 

required a resource of “cheese” and there were as a 

choice “Mozzarella” as a standard usage type and 

“Cheddar” as an exception type available.  We need to 

implement a mechanism for handling a) if both were 

used i.e. if Mozzarella was sprinled on (which would 

be legal under the process prescription) and then 

Cheddar was used.  These resources are in conflict 

because the pizza only required one cheese to be 

sprinkled yet two were used where, if used separately 

would not have been a problem but both used at the 

same time yields too much of the resource.  The model 

needs to recognize and allow for this.  Also b) if the 

correct amount of “cheese” was used, but it was a 

mixture of both resources i.e. some Mozzarella was 

used and some Cheddar but the sum of which was an 

adequate amount – this is a shared resource. 

 

We have handled this by introducing another 

intermediary entity that groups the resource usage 

records.  This way, for each activity a resource group 

can be specified for every resource the activity 

requires.  Applicable resources in the resource usage 

class can then be classified into the group.  This 

means, however that the attributes added previously in 

sections 3.2 and 3.3 have had to be restructured.   For 

this new structure to work, the Consumable type along 

with its associated min and max attributes are now 

inherent to the ResourceUsageGroup entity.  This is so 

we can specify for the activity which resource groups 

is required and whether the resource is consumable or 

not along with the minimum and maximum usage 

boundaries.  When the actual resource is related into 

the resource group for the activity, the usage type is 

unique for that specific resource in each separate 

group, so usage type is now inherent to the 

ResourceUsageType entity. 

 

This methodology is illustrated with an example in 

figure 6 below: 

 

Figure 6 – Resource Usage Groups 

 

Figure 6 shows the complete data structure for 

storing resource usage prescriptions in a process.  It 

also has some dummy data underneath each entity to 

illustrate what records may be stored in these tables 

and how they would relate to each other in an actual 

situation. 

 

4. Comparison Engine 
 

This section is devoted to the sequence of rules we 

have implemented to test the predefined process 

prescription data structure.  These rules have the 

purpose of querying the prescription data against 

actual process data and detecting instances of non 

conformance which is then stored.  The “actual” 

process data which is recorded and compared with we 

call the observed process in concordance with [22].  

The rule sequence is presented in two flows which are 

generic and applicable to any process which facilitates 

our framework.  These rule sequence flows define and 



illustrate how the rule queries are to be implemented in 

order to detect and store instances of non-conformance 

between the process prescription and its enactments. 

 

Considering the issues explained in section 3 and 

the subsequent framework devised which is based on 

it, we now require a flow of rules which compares the 

prescription data to the actual data to detect instances 

of non-conformance between them.  These rules are 

generic and apply to any process which adopts this 

framework.  The rules are structured into two flows 

from separate standpoints.  The first is a series of 

checks based on actual resources observed used within 

an activity against the prescription.  The second and 

simpler flow then checks what was prescribed against 

what was observed.  These flows are explained 

separately in sections 4.1 and 4.2. 

 

4.1 Recording Instances of Non-Conformance 
 

When an instance of non-conformance is identified 

in either of these two flows, then a record is made in a 

log which stores all non-conformance instances for the 

process.  We store each record in a data table which 

takes the following form as shown in figure 7: 

 

 
Figure 7 – Non Conformance Log 

 

Although this structure is simple, it facilitates some 

useful information about the types of non-conformance 

being detected within a process.  We can easily see 

whether certain non-conformance types are 

reoccurring overly much and identify potential trouble 

spots in the process prescription with just a cursory 

look at the non-conformance data.  The paper 

presented in [21] notes that “while the importance of a 

repository is often acknowledged, the difficulty of 

producing an effective tool is often underestimated”.  

This is the subject of some research we are presently 

conducting with this repository, in how we can take a 

repository of useful data such as the one illustrated in 

figure 7 and provide a tool to extract beneficial and 

meaningful information concerning a given process. 

 

4.2 Checking the observed resource usage 

against the prescription 
 

Once, assuming that we have an adequate amount 

of actual enacted process data, we need to compare 

this data against what was prescribed for the process.  

We begin by taking the observed data and comparing 

it to the prescription.  The aim in this flow is to:  

 

a) detect resources which were used that were not 

supposed to be; 

b) if the resource was supposed to be used, and it 

was a consumable type, it either generated or 

consumed the resource as was prescribed; and 

c) the amount consumed or generated was within 

the boundaries set by the min and max 

attributes (if they were set). 

 

The diagram below in figure 8 explains the flow of 

rules that we follow to make these checks: 

 

 
Figure 8 – Flow of Rules 1 

 

In figure 8 above, Q1 is checking whether or not 

the observed resource was prescribed at all.  If it was, 

and we are storing the prescriptive data in a relational 

database, then there should be a record in the 

ResourceUsageType table with both the activity ID of 

the activity we are checking and also the resource ID 

that was observed.  If not, then the resource was not 

prescribed and this is an inconsistency which is 

logged. 

 

Q2 in the diagram checks whether or not the 

resource was prescribed as being “non-consumable”.  



If it was, then we can safely stop the flow here because 

the rest of the checks in the flow (Q3 and Q4) relate to 

resource prescriptions which are either “generate” or 

“consume” usage types. 

 

Q3 checks whether the observed resource usage 

was “consumed” if it had a prescribed usage type of 

“consume” or alternatively that it was “generated” 

when the prescribed usage type was “generate”.  If the 

prescribed usage type and the observed usage type 

match, then we continue on, but if not then we record a 

non-conformance instance being a wrong usage type. 

 

The final check in this flow, after everything else 

has been confirmed as fine and only if the prescribed 

resource type is either “consume” or “generate” is 

whether or not the amount consumed or generated is 

within the minimum and maximum boundary amounts 

prescribed (if prescribed at all). 

 

Along this flow, we record non-conformance 

instances as they are detected and upon conclusion, we 

begin the second flow which is described in section 

4.2. 

 

4.3 Checking the prescription against the 

observed resource usage 
 

The second flowchart conversely completes the 

non-conformance testing by checking the prescribed 

resources for the activity against what has actually 

occurred in an attempt to detect omitted resources.  It 

also checks for conflicting and shared resource 

inconsistencies as described previously in section 3.4: 

 

Figure 9 – Flow of Rules 2 

 

The first thing the second flow checks with the Q5 

test is whether or not there were any resources that 

were prescribed that was not used.  The methodology 

to perform this is to check every resource that was 

prescribed for the activity and then ensure that a 

matching resource record is available in the actual 

process data.  If not, then a resource is missing and 

this constitutes an instance of non-conformance and is 

recorded. 

 

The Q6 checks in this flow relate to the conflicting 

and shared resources described in section 3.4.  

Logically, if only one resource from each prescribed 

resource group is used, then there can be no shared or 

conflicting resource inconsistencies.  So, if we detect 

that more than one resource in a group has been used 

in the enactment then we need to check for this, which 

is what Q6a and Q6b performs.   

 

5. Case Study 
 

We chose a simple process with which to test our 

initial implementation of this structure, which is a t-

shirt production process.  The process involves the 

basic steps that the company we have chosen 

PHEROMONE™ (also explained in [5]) take in order to 

produce t-shirt garments for sale.  This process is 

simple enough so that the methods, activities and 

resources are basic enough to easily and quickly 

understand whilst also illustrating how our framework 

can be implemented in a real world environment – 

albeit not native to the realm of software engineering. 

 

As a basic process overview, the process has certain 

characteristics and environmental aspects that should 

be mentioned as to properly explain the scope.  We 

begin with what constitutes 500m of 140GSM 100% 

cotton fabric in 5 different colours.  We have been 

advised that based on the manufacturers experience, 

100m of fabric of this type and weight (140GSM 

cotton) that approximately 100 t-shirts can be created 

in the standard men’s size and using the standard 2:2:1 

ratio of 40 large, 40 medium and 20 small – with only 

scrap amounts of fabric left over.  We also have an 

adequate supply of garment labels and swing tickets 

which have been pre-purchased and provided to the 

manufacturer to attach to each shirt.  The manufacturer 

has also advised that the thread used to sew each cut 

panel of fabric together is trivial and not charged for, 

so it is therefore not included in our process model as it 

has no impact on the process.   

   

This process can be broken down into the following 

basic activities and their associated resources (if any) 

as depicted in figure 10: 

 

 



 
Figure 10 – Tshirt manufacturing process 

 

Along with the process characteristics which have 

been explained in figure 10, there are two immediate 

concerns which must be noted when applying our 

framework.  The first is the resources labeled 

“negligible”.  In processes such as the aforementioned, 

seemingly relevant resources such as cotton thread are 

in reality not.  This is because of the structure of how 

the garments are produced for the company places the 

onus of the thread and sewing equipment onto the 

external manufacturer who bears this trivial cost in its 

entirety.  Therefore, a degree of familiarity with the 

process and the applicable framework is required in 

order to implement a methodology such as ours 

successfully. 

 

The second is that a person charged with modeling 

the process to a framework such as ours would need to 

know certain things about how the process would relate 

to the model which are not immediately clear.  These 

things could include the omitted irrelevant aspects of 

the process such as fabric sourcing, logistics, cosmetic 

design and printing, washing, pressing etc… or which 

resource types should be classified as “negligible” and 

also omitted or even process specific characteristics, 

such as how the resource which was once 1 meter of 

cotton fabric in activity 1 turns into front, back, neck 

and sleeve panels, a separately considered resource 

used in activity 2. 

 

Fortunately, the run did not experience any 

problems and the garments we inspected were of 

merchantable quality.  However, one potential 

consequence became immediately apparent which we 

had admittedly foreseen anyway, which was the 

critical need for a complementary tool to observe and 

record event data from the observed process.  

Unfortunately, such a tool would probably need to be 

specific to each process we would use our framework 

on and thus unfeasible for us to build in a generic 

fashion.  Despite this, we managed to record manually 

and reasonably the required data observed from this 

process. 

 

The prescription repository was filled with the 

same 4 activities as seen in figure 10, however the 

related resource repository was slightly different as 

previously explained, beginning with an entry for all 

resources to be used throughout the process (whether 

presently available or not):  

 

 
Figure 11 – Resource Repository 

 

With the repository set up like the following, we 

can easily and quickly see when resources fall out of 

scope.  For example, if we make a t-shirt but use more 

than 1m of fabric to cut the panels, we can spot the 

non-conformance once the activity is complete for that 

particular shirt instead of having to wait until the entire 

roll of fabric has been used before discovering there is 

not enough to complete the job. 

 

Conversely, another benefit of this type of model is 

we can see if considerably less fabric is being used 

(which incidentally did not happen) than the stipulated 

maximum.  However the major benefit as we contend 

in this paper is on the usefulness of having a proper, 

well defined structure which can easily and 

definitively compare a prescription to an observation.  

Occurrences such as a resource being generated or 

consumed when the opposite was prescribed, or 

resource usage which is out of range of the 

prescription is, using this model quite easily detected. 

 

6. Conclusion and Future Work 
 

In this paper we have outlined a detailed 

methodology on how process resources may be 

observed and compared using a structured flow of 

rules to detect non-conformance between actual 

process data and its prescription.  This framework is 

useful for structuring a process resource usage 



prescription in order to easily compare actual process 

resource data against it to detect non-conformance, 

regardless of how the actual data is returned and 

recorded.  The logical structure of storing prescription 

data was presented and the flow of rules for comparing 

the prescription data with the actual data was 

described analyzed.  We have also provided an 

example “pizza cooking” example in order to illustrate 

and better explain the model we have implemented as 

well as detailing a simple case study in which we 

tested the apparent applicability and usefulness of our 

methodology. 

 

Further from this research we would like to 

formalize this approach in a generic fashion and also 

apply the same kind of methodology to process 

activities and draw the two approaches together for a 

more complete framework for detecting non-

conformance between a process prescription and 

actual enactments of it.  We would also like to test a 

more comprehensive and formal implementation of 

this framework on a variety of real world processes 

within different domains.  We can then analyze the 

results to further examine how a methodology such as 

the research presented in this paper can be used to 

provide useful real life assistance to actual 

implemented industrial processes.  
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